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Abstract- Recently, many researchers attempt to develop an 
effective SOM-based pattern recognizer for high performance 
classification. Structure adaptive self-organizing map (SASOM) is 
a variant of SOM that is useful to pattern recognition and 
visualization. Fusion of classifiers can overcome the limitation of a 
single classifier by complementing each other. Fuzzy integral is a 
combination scheme that uses subjectively defined relevance of 
classifiers. In this paper, fusion of SASOM’s using fuzzy integral is 
proposed for web mining problem. User profile represents 
different aspects of user’s characteristics and needs an ensemble of 
classifiers that estimate user’s preference using web content 
labeled by user as ‘‘like’’ or “dislike.” The proposed method 
estimates the user profile using subsets of important features 
extracted from user-rated web documents. Using UCI Syskill & 
Webert data, the method is tested and compared with other 
classifiers including ID3, BP and nai’ve Bayes classifier. 
Experimental results show that the fusion of SASOM’s using fuzzy 
integral can perform better than not only previous studies but also 
majority voting of SASOM’s. 

I. INTRODUCTION 

Self-organizing map (SOM) is a very useful neural network to 
visualize large-dimensional data for mining knowledge and an 
efficient tool to cluster data [1,2]. Some researchers attempt to 
apply SOM to pattem classification [3,4]. Like other models of 
neural networks, one of the shortcomings is a difficulty to 
determine the size and structure of the network. In the previous 
work [ 5 ]  we also proposed an efficient pattern recognizer based 
on a dynamic node splitting scheme for the SOM, which shapes 
the general structure-adaptive SOM (SASOM) into a pattem 
recognizer by splitting a node representing more than one class 
into a submap (composed of four nodes). Ensemble of 
SASOM’s trained independently using different feature sets 
provides high performance in digit recognition problem [ 6 ] .  

In this paper, we focus on web content mining for creating a 
user profile from HTML documents and user’s preference 
record for them. Estimating the user profile needs non-linear 
function because it has the properties that are not easily 
captured by simple guess. Also, it contains many aspects of 
user’s preference such as “I like a web page that has a funny 
story,” “I like a web page that is likely related to sports,” and “I 
like a web page that has easily understandable words.” It is 
difficult to estimate such properties as a single machine 
learning model and needs to combine a number of models that 
complement each other with different expertise. 

We have adopted the ensemble of SASOM’s to estimate the 
user profile and each SASOM is trained independently using 
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different feature sets. Three different feature-ranking methods 
are used for the problem of web mining. They are information 
gain, TFlDF, and odds ratio 171. These three methods are 
representative feature ranking methods for text and simply 
implemented. There are many Combination methods such as 
Borda count, Condorect function, voting, weighted voting, 
Bayesian averaging, Dempster-Shafer theory, and behavior 
knowledge space [8]. However, these methods cannot insert 
user’s subjective preference on classifier into Combination 
procedure and have little flexibility. Fuzzy integral is a 
combination method to aggregate evidence from multiple 
sources using fuzzy measure and user’s subjective evaluation 
on classifiers’ relevance [9]. 
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Fig. 1. Overview of the proposed method for web mining 

Fig. 1 shows the overview of the proposed scheme. From a 
preprocessed feature vector for each web text, each feature 
extraction method selects relevant feature sets for training: 
Each feature set is used to train one SASOM. After training, 
each SASOM has different topology as shown in this figure. 
Fuzzy integral aggregates evidence from multiple sources, at 
the end. This ensemble classifier can be used to predict user’s 
preference on unknown web documents as a user profile. To 
evaluate the proposed method, UCI KDD Syskill & Webert 
data set is adopted [IO]. The data set contains four different 
topics and related web pages with user’s preference record that 
is “hot,” “medium,” or “cold.” Problem is to estimate user’s 
preference on unknown web page as “hot,” or “cold” 
(“medium” and “cold” is aggregated because “medium” is a 
few). Pazzani reported that naive Bayes classifier performed 
better than other methods such as neural network and ID3 for 
the data [ I l l .  For comparison, majority voting is adopted. 



Experimental result indicates that the proposed method using 
fuzzy integral shows better performance than previous method 
based on naive Bayes classifier and ensemble of SASOM’s 
using majority voting. 

11. STRUCTURE ADAPTIVE SELF-ORGANIZING 
MAP 

SOM is a neural network model that has property of preserving , 
topology of map and is frequently used to visualize high- 
dimensional data to low-dimensional space. Fig. 2 shows hasic 
structure of SOM. White node represents input node where 
input vector is inputted and black node represents neuron. Each 
neuron competes with other neurons to become the winning 
node. 

Fig. 2 .  Basic structure of self-organizing map 

Basic SOM fixes the structure of map and shows low 
performance in classification because each node has data that 
has different class label. This property is very useful in 
unsupervised clustering but becomes weak property in 
classification. When a node has data of different class labels, 
SASOM divides a node into a submap of 4 nodes. 

Dynamic node splitting scheme is able to simultaneously 
determine a suitable number of nodes and the connection 
weights between input and output nodes in self-organizing map. 

The basic idea is very simple like this. 

1. Start with a basic SOM (in our case, a 4x4 map in which 

2. Train the current network with the Kohonen’s algorithm [2]. 
3. Calibrate the network using known I/O patterns to determine: 

(a) which node should be replaced with a submap of 
several nodes (in our case, 2x2 map), and 

(b) which node should be deleted. Nodbs that have been 
inactive longer than a specified length of time can be 
deleted. 

each node is fully connected to all input nodes). 

4. Unless every node represents a unique class, go to step 2. 

A node representing more than one class is replaced with 
several nodes. Weights of child nodes of parent node are 
determined as follows: 

N .  : Neiehborhood nodes of child 

Fig. 3. An example of node splitting 

Fig. 3 shows an instance of node splitting. In this case, the 
weight of CO is determined as follows. 

(P4 x 2) + Po + 4 CO = 
4 

111. FUStON OF SASOM’S USING FUZZY INTEGRAL 

A. Feature Selection 

Feature selection is the procedure of ranking features based on 
the information such as frequency and dependency. In text 
classification, feature is a term in text and has binary value 
(exist or not). Feature selection procedure is necessary because 
there are more than 5000 or 6000 features in a collection of 20 
web documents. Many features are not useful to improve 
performance and difficulty arises to learn classifier. 

TFIDF is multiplication of term frequency and inverse 
document frequency. This measure is frequently used in text 
retrieval and very simple. 

1. TFIDF = TF x log- 
DF ( 3 )  

TFIDF does not use class information of training data to 
calculate the importance of features. This can degrade the 
performance of classification. Information gain is the method 
based on information theory. S is a set of pages and E is 
expected information gain. E( W,S) means the expectation of 
term Won the documents set S. 

E ( W , S ) = I ( S ) - ( A + B )  
A = V’ = p r e s e n W ( S w  = 1 
B = P ( W  =absent)l(Sw=absen, ) (4) 

I ( S ) =  z - P(S,)lOgz(P(Sc)) 
c E (hot,co/d) 

The last feature extraction method uses odds ratio. Odds ratio 
is used when the goal is to make a good prediction for one of 
the class values. 

odds(W =present 1 C,) 
odds(W = present \ Cz) Od+Ratio(F) = log ( 5 )  

where C, and C2 are class label of binary classification problem. 
Odds(X;) is defined as follows. 
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E. Fuzzy Integral 

There are many combination methods that use the decision of 
multiple classifiers. They assume that each classifier has the 
same relevance to the problem. Weighted averaging calculates 
the relevance of each classifier by using objective measure such 
as classification performance on training data. Fuzzy integral 
provides the importance of each classifier that is measured 
subjectively. Final decision is integrated from the evidence of 
classifiers for each class and the importance of classifiers 
subjectively defined by users. 

The fuzzy integral introduced by Sugeno [I21 and the 
associated fuzzy measures [13], [14] provide a useful way for 
aggregating information. Fuzzy integral is defined as follows. 
Fuzzy measure assigns a real value between 0 and 1 for each 
subset of X. 

Definition 1: Let X be a finite set of elements. A set function 
g : 2x  + [OJ] with 

1) g(0)=0 
2) d4=1 
3) g(A)<Q(B) if A d  

is called a fuzzy measure. 
Definition 2: Let X b e  a finite set, and h : X+[O,l] be a fuzzy 
subset of X. The fuzzy integral over X of the function h with 
respect to a fuzzy measure g is defined by 

where n is a number of examples. 

properties. TFIDF does not consider class values of documents 
when calculating the relevance of features but information gain 
uses class labels of documents. Odds ratio uses class labels of 
documents but they find features that are useful to classify only 
one specific class. 

These three feature selection methods have different , 

Feature Subset Input Vector Training SASOMs 

. . a . 

Fig. 4. Training SASOM’s using different feature sets 

Fig. 4 shows the whole procedure of learning independent 
classifiers using different feature sets. Feature set is a set of 
terms in a collection of web documents. Using feature selection 
methods, we can extract the most relevant features, 
respectively. For example, the first feature subset selects 
“Initial,” “Distance,” “Node” and “Several” as the most 
relevant features. Using these features, input vectors are 
constructed. For example, the first web documents using the 
first feature subset bas a vector <0,1,0,1,1> that means ‘‘Initial” 
does not exist, “Distance” exists, “Node” does not exist, 
“Several” exists, and the class label of this document is “1.” 
Using these input vectors, each SASOM is trained 
independently. 

(7) 
E d  

The calculation of the fuzzy integral is as follows: Let 
y=Iy,~y~,. ..an] be a finite set and let h : Y+[O,l] be a function. 
Suppose h(Y1)~h(Y2)rh(V,) ~ . . .  >h01.). Then a fuzzy integral, e, 
with respect to a fuzzy measure g over Y can be computed by 

e = mdmin(h(yi),g(Ai))l (8) 
i=l 

where Az=CVl,y2,...~i}. h is given by solving the equation 

d + l = n ( l + d g i )  ,te(-l,+ao) a n d d s o .  (9) 
i=l 

This equation is derived from following recursive calculation. h 
can be easily calculated by using the (n-l)st degree polynomial. 

(10) 
&?(A,) = g({y,}) = g’ 

g(Ai )  = g’ + g(Ai+I )  + dgg’g(A,-I), for I < i 5 n. 
Let C=(c,, c2, c3, ..., cN} be a set of classes, where binary 

classification problem has /C(=2. Let Y=b,, y2, ..., y.) be a set 
of classifiers, and h, : Y+[O,l] be partial evaluation of the 
object A (to be classified) for class ck. h&) is an indication of 
how certain we are in the classification of object A to be in 
class wk using the networky,. The set Y is sorted by the value of 
h&,) for each class in descending order. Akj means a set of 
former I elements in Y for the class k. 
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Each SASOM determines the class label of an unknown 
document as “0” or “1” (in the binary classification problem). If 
SASOM, classifies the document as “O”, ho(sasoml)=l.O and 
h,(sasoml)=O.O. Supposed that there are three SASOM’s, user 
evaluates classifiers as g ’ , 2  andg3, respectively. h is calculated 
from g’,g2, and g’. It is easily determined from the 2”d degree 
polynomial based on (9). For each class k, classifiers are sorted 
by hk(sasomj). By the sorted order, they are labeled as y , .  yl and 
y,. With gb,), glyIa2) and gbl,y2>3), the class label of the 
unknown document is determined using formula (1 1). 

IV. EXPERIMENTAL RESULTS 

The proposed ensemble aims to estimate user profile by 
learning the data of web documents. From the UCI KDD 
database, Syskill & Webert data that have a pair of web 
documents and user’s preference value (“bot” or “cold”) are 
accessible. The HTML source of a web page is given. Users 
looked at each web page and indicated on a 3 points scale (hot 
medium cold) 50-100 pages per domain (medium is replaced 
with cold because a few is medium). Syskill & Webert data 
have four different topics “Bands,” “Biomedical,” “Goats,” and 
“Sheep.” We only use “Goats” and “Bands” data in this paper. 
U NIui.-esoaxi*, 
‘,,TLL>II “lTLD 
< c m e >  

I 
sviklii a weber\ <atinor 

Fig. 5. UCI Syskill & Webert data 

“Goats” data have 70 HTML documents and “Bands” 61 
HTML documents. Each document has the class label of “bot” 
or “cold.” Fig. 5 shows a HTML file and rating data. Each 
HTML file contains text related with the topic. Rating file 
contains file name, rating, URL, date and title orderly. 
Preprocessing of web documents constructs input vector with 
selected features and class label. From training data, we extract 
k important features using three different feature selection 
methods. Each method ranks all features by different manner. 
Fig. 6 shows different ranks of features for each method. Using 
Bands data with 10 training documents, 1200 terms are 
gathered. In this figure, ranks of a term are different for each 
method. Document D=<vl, v:, v3, ..., vIz8, c z  has three different 
input vectors that are used to train SASOM’s. The procedure of 
preprocessing of HTML documents is as follows. 

I .  Eliminate non-letters including tags 
2. Change capital letter to small one; Stop list is a set of 

following features 
a) Sort terms by the frequency 
b) Select 600 terms that are highly ranked as stop list 
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3. Eliminate stop list 
4. Make index table <feature, list of documents that have the 

feature> 
5. Calculate feature relevance using TFIDF, Information gain, 

and odds ratio 
6. Sort features by TFIDF and select k features; Sort features 

by information gam and select k features; Sort features by 
odds ratio and select k features, where k is determined as 
128 [ I l l  

7. Construct input vector for train and test data 

mTFIDF 

,000 

Fig. 6. Rank of features for each feature extraction method 

Problem to solve is to predict unknown documents’ class 
using known web documents with ensemble of three different 
SASOM’s trained using the input vectors. For each topic, we 
have conducted .8 different experiments (each experiment has 
different number of training data and test data). The number of 
training data is increased by 5 from IO to 45. Remaining data 
are used as test set. Experiments are repeated 10 times and the 
final result is the average of them. For comparison, Pazzani’s 
results of naive Bayes classifier, nearest neighbor, ID3, 
perceptron, Backpropagation, PEBLS, and Rocchio are used 
[ I l l  (They are summarized in Fig. 10). 

Fig. 7 shows the performance of single classifiers trained 
using feature subsets. As mentioned before, there are three 
different feature subsets (information gain, TFIDF and odds 
ratio). Each classifier shows different performance. In Bands, 
information gain performs the best. In Goats, odds ratio and 
TFIDF are good. Accuracy means the ratio of correct 
predictions. 

Fig. 8 shows different maps of SASOM’s for three different 
feature extraction methods. In odds ratio, only nodes with class 
“ I ”  exist because odds ratio selects the features that are related 
with specific one class (in this case “I”). User has several 
reasons why he selects a web page as a “hot.” In SOM, 
neighbor nodes have similar characteristics though they have 
different class labels. In (a), there are five distinct groups and 
we can estimate that the user has five different criteria for the 
decision. Other maps analyze user’s criterion with different 



manner. By analyzing the criterion, we can capture conceptual 
features of user’s classification and apply them to web mining. 
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Table 1 shows the fuzzy measures of classifiers that are 
determined subjectively. Each classifier bas different 
importance with the different number of training data. Fig. 9 
shows the performance of ensemble of SASOM’s using fuzzy 
integral and majority voting. For comparison, the results of 
Pazzani’s nai’ve Bayes classifier are used. In Bands, fuzzy 
integral performs better than naive Bayes classifier and 
majority voting. In Goats, fuzzy integral performs better than 
the other two methods. Majority voting of SASOM’s show 
better performance than naive Bayes classifier but worse 
performance than fuzzy integral. 

Fig. 10 shows comparison with other seven classifiers 
including ID3, BP, and naive Bayes. Figure 10 is based on the 
results published by Pazzani [ I l l .  Twenty examples are chosen 
as a reasonable intermediate number of examples [ 1 I]. Training 
set size is 20 and the remaining data are used as a test set. 
Fuzzy integral performs better than other classifiers. The 
importance of each classifier in fuzzy integral is described in 
Table 1 (The number of training data is 20). The value o f g  does 
not mean the performance of the classifier hut it means the 
relative favor of the classifier for specific user. 

TABLE I 
Fuzzy measure of classifiers (1: information gain, 2: TFIDF, 
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