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Abstract
Personalized search engines are important tools for finding web documents for specific users, because they are able to provide

the location of information on the WWW as accurately as possible, using efficient methods of data mining and knowledge

discovery. The types and features of traditional search engines are various, including support for different functionality and

ranking methods. New search engines that use link structures have produced improved search results which can overcome the

limitations of conventional text-based search engines. Going a step further, this paper presents a system that provides users with

personalized results derived from a search engine that uses link structures. The fuzzy document retrieval system (constructed

from a fuzzy concept network based on the user’s profile) personalizes the results yielded from link-based search engines with

the preferences of the specific user. A preliminary experiment with six subjects indicates that the developed system is capable of

searching not only relevant but also personalized web pages, depending on the preferences of the user.

# 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Intelligent web will need new tools and infra-

structure components in order to create an environ-

ment that serves its users wisely. Some of these

components include agent technology, ontology, and

mining techniques [1]. For example, researchers have

already exploited structural similarities between the
* Corresponding author.

E-mail addresses: kjkim@cs.yonsei.ac.kr (K.-J. Kim),

sbcho@cs.yonsei.ac.kr (S.-B. Cho).

1568-4946/$ – see front matter # 2005 Elsevier B.V. All rights reserved

doi:10.1016/j.asoc.2005.09.002
web and social networks in order to develop

techniques that enhance web searches and trawl the

cyber community [2]. To supplement keyword-based

indexing, researchers have applied mining link

structures to web page ranking systems [3]. Research-

ers in traditional computational intelligence topics can

help develop intelligent, user-amenable Internet

systems such as machine learning, natural language

processing, and recommendations [4]. With respect to

web intelligence, the construction of intelligent web

search engines using computational intelligence and

mining techniques is an interesting research issue.
.
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Fig. 1. Schematic diagram of personalized search engine.
Conventional search engines include Yahoo, Lycos

and Altavista, which are some of the most important

services available on the Internet [5–7]. Text-based

search engines rank documents using the position and

frequency of keywords for their heuristics. The more

instances of a keyword and the earlier in the document

those instances occur, the higher the document’s

ranking in the search engine results. For example, to

obtain the most representative website about ‘‘physics,’’

a text-based search engine would present a list of

websites that contain the largest frequency of the word

‘‘physics.’’ However, the content of these websites

might be different from the expectations of the user.

Also, web page designers can use keyword spamming

to trick search engines into placing their pages at a

higher rank. For example, rank spammers often stuff

keywords into invisible text and tiny text. Hidden from

most web users but visible to spiders, such text contains

repeated instances of keywords, thereby elevating that

site’s rank above the rank of more scrupulous sites that

restrict such keywords to legitimate usage [8]. Link-

based search engines attempt to find the most

authoritative sites so that these problems can be solved.

There is optimism that the use of link information can

help improve the quality of the results returned by these

search engines [9–11].

Recently, Google and Clever Search have been

considered as promising next-generation search

engines [12,13]. Google and Clever Search share the

common feature of using link structures. While the

computation of a given web document’s importance and

ordering of search results are based on link structures,

link information distills valuable documents that cannot

be found using text information. The search results

should yield the most appropriate sites in terms of the

expectations of the user. Ranking web documents using

link information helps search engine designers solve

one of the problems that are mentioned above. Clever

Search distills a large search topic on the WWW down

to a size that will make sense to a human user. It

identifies authoritative and hub sources about the user’s

query [13]. While both authoritative and hub sources

are calculated using link information, authoritative

sources lead to the most reliable websites about specific

topics and hub sources refer to documents which link to

many authoritative sources [10].

Building a personalized search engine that uses link

structures is a very challenging task. Because of the
size of the web, it is not easy to make consistent

ranking rules for all web documents for all users. A

personalized robust ranking rule that can produce

proper ordering of web documents is needed. Using

effective indexing methods and personalized ranking

algorithms, search engines can produce appropriate

results before the user’s patience runs out. To develop

a good personalized search engine, the designer must

be aware of the above points.

This paper introduces a system that searches web

documents based on link information (yielding higher

quality results) and fuzzy concept networks, which

yield more personalized results and more satisfaction

to users [14,15]. A fuzzy concept network is able to

calculate the relevance between a wide range of

concepts using fuzzy logic. The network then

represents the knowledge of the user [16–18]. The

construction of a fuzzy concept network is based on a

user profile. The search engine is able to select fitting

websites for the user’s query by processing fuzzy

document retrieval using the fuzzy concept network to

represent the user’s knowledge. The fuzzy concept

network and fuzzy document retrieval system are used

for personalization methods, as shown in Fig. 1.

The motivation of this research is to find a way to

apply a fuzzy concept network as a user profile to link-

based search engines. Because the fuzzy concept

network provides the inference mechanism to calcu-

late undefined relationships between concepts, it can

work based on partially specified information by the

user. Undefined information can be calculated using a

transitive closure of the fuzzy concept matrix. This

property can minimize the user’s cognitive load to

insert the relevance of concepts. Although this

approach suffers from the inconvenience of obtaining
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information from the user, it can be improved by the

use of a fuzzy concept network.

The rest of this paper is organized as follows. In

Section 2, the current status of existing search engines

is introduced. In Section 3, we propose the archi-

tecture of personal web search engines that use link

structures and fuzzy concept networks. In Section 4,

we show some preliminary experimental results and

personalization processes. Conclusions and future

work are discussed in Section 5.
2. Related works

Usually, a search engine consists of a crawler, an

indexer, and a ranker [19]. A crawler retrieves

documents from the web [20]. Search engine indexers

create maps of the web by indexing web pages

according to keywords. From the enormous databases

that these indexes generate, search engines link the

page contents through keywords to URL’s (Inverted

Index). When a user submits a keyword or phrase, the

database of the search engine ideally returns a list of

relevant URL’s.

The crawler usually starts with a historical list of

URL’s. Such lists favor documents that contain many

links, such as server lists, ‘‘What’s New’’ pages, and

other popular websites. The crawler retrieves docu-

ments from the web by automatically traversing its

hypertext structure. It first retrieves a document and

recursively retrieves all documents referenced in it.

What routes these crawlers follow, which sites they

visit, how often, and other operational details tend to

be steadfastly guarded trade secrets. Cho et al. have

explored the nature of crawling algorithms in detail

[21]. Their work describes the metrics that crawlers

commonly use to determine the importance of a given

web page.

Unless a query term or string steers the crawler,

metrics decide the importance of a given page. The

Backlink metric uses a page’s backlink or inlink count

as an important heuristic. The backlink count refers to

the number of links to a specific page that appear

across the entire web. This metric derives from the

assumption that the more pages that link to a given

page, the greater that page’s importance. The

PageRank metric gives prominence to backlinks from

pages that themselves have high backlink counts [22].
In theory, this approach mirrors the academic practice

of giving greater weight to citations from more

authoritative works. To determine the crawler’s next

step, the location metric uses URL location informa-

tion, such as domain type and whether certain

keywords such as ‘‘home’’ appear in the URL.

There are different techniques adopted by search

engines to help users shift large sets of retrieved results.

Nearly every search engine uses a form of ranking to

present results in order of relevancy to the user. Many

search engines like Excite provide a ‘‘List by Website’’

option that helps users to locate documents from a

particular site. They also provide options like ‘‘More

like this’’ which helps a user to identify related

documents. A similar approach is used by the Northern

Light search engine, which provides ‘‘Custom Search

Folders’’ to organize retrieved documents [23]. These

folders can be based on source (e.g., commercial

websites, domains, etc.), type (e.g., press releases,

product reviews, etc.), subject (e.g., hyper-tension,

baseball, etc.) or language (e.g., English, French, etc.).

Northern Light performs pre-clustering of its pages by

assigning, at the time of indexing, a set of potential

folders to each document. It then decides which folders

to present at the query time [23]. A new technique is to

present the results after doing dynamic document

clustering of online search outputs. Grouper uses a

similar post-clustering concept in its presentation of

results [24]. Google and Clever Search use link

structures to present their results in order of relevancy.

Google is a large-scale search engine system that

makes heavy use of link structures presented in

hypertext. Google is designed to crawl and index the

web efficiently and produce more satisfying search

results than those of existing systems. The results of a

Google search are derived from full text and hyperlink

databases of at least 1.3 billion pages, and can also

include URL’s that have not been crawled, and even

broken web pages — although it does exclude some

broken web pages by computing their PageRank value.

Although Clever Search does not provide com-

mercial services, it is a promising next-generation

search engine. Developed by IBM, Clever Search

incorporates several algorithms that use hyperlink

structures to discover high quality information on the

web. This search engine also includes enhancements

such as the hypertext-induced topic search (HITS)

algorithm, hypertext classification, focused crawling,
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mining communities, and modeling the web as a

graph. A number of algorithmic methods used to

improve the precision and functionality of the basic

HITS algorithm have been researched in Almaden and

elsewhere [25]. Using hypertext classification and

topic distillation tools, a crawler can work within a

specific topic domain, ignoring unrelated and irrele-

vant materials [26].

There are many different approaches used to

personalize web searches, such as profiling and

personalized ranking. Liu et al. proposed a novel

technique to obtain user profiles from their search

histories [31]. A user profile and a general profile can

be stored from the user’s search history and category

hierarchy, respectively. Several profile learning and

category mapping algorithms, as well as a fusion

algorithm, are provided. Jeh and Widom explored how

to extend the PageRank values with personalized

aspects [33]. To achieve personalization, the algorithm

needs specific inputs such as a set of personalized hub

pages with high PageRank values to drive the

computation. Nejdl and coworkers [32] automated

the hub selection process of personalized PageRank

algorithms using the bookmarks of the user. Singh and

Dey proposed the design of a customized document-

filtering scheme using rough-set theoretic approach

[35]. Table 1 summarizes the related works.
3. Personal link-based search engines

Fig. 2 shows the architecture of a personal web

search engine which uses hyperlink structures and

fuzzy concept networks. Search engines perform

crawling, storing of link structures, ranking, and

personalization processes. They use only link infor-

mation to find relevant web pages, so that the Store

Server stores the link structure for efficient searching.
Table 1

Summary of related works

Authors Contributions

Kleinberg [10] Propose a new link-based

search algorithm

Chen et al. [16,17] Propose a fuzzy concept network

as a knowledge base for document

Brin and Page [9] Propose an architecture of link-bas

search engine with PageRank
The crawler extracts the link information from

crawled web pages, and then sends the URL and link

information to the Store Server. As the user submits a

query, the search engine executes a ranking algorithm

that is able to find authoritative and hub sources. The

fuzzy document retrieval system is responsible for the

personalization process of the authoritative sources

which relate to the user’s query. The fuzzy concept

network can be generated for each user by using the

information from the relevant user profile. Using a

generated fuzzy concept network, the fuzzy document

retrieval system is able to produce personalized

document rankings for the user.

3.1. Crawling

To extract link information, search engines crawl

web documents. Crawling starts from the initial page

of a given website and recursively retrieves web

documents in breadth-first order. The crawling process

is as follows (Fig. 3):
1. T
retr

ed
he URL Server sends the URL that is popped

from a queue in the Store Server to the crawler.
2. T
he crawler retrieves the web documents from the

WWW.
3. T
he crawler analyzes the web documents and

extracts the link information. The crawler sends the

retrieved URL’s to the queue in the Store Server.
4. U
ntil the queue is empty, the crawler repeats steps 2

through 4.
3.2. Construction of the base set

The Store Server stores URL’s and link informa-

tion. A URL is represented with a unique DocID

(Document ID) as a form <DocID, URL> and is

stored in the<DocID, DocID> form. Fig. 4 shows the
Relationship with our research

The algorithm is used to implement

link-based search algorithm

ieval

It provides basic foundation of

fuzzy concept network

Our link-based search engine replaces

the PageRank as Kleinberg’s algorithm
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Fig. 2. Personal search engine system.
conceptual process of storing link information. To find

the forward link and the backlink of URL’s retrieved

from text-based search engines, the search engine uses

the link information stored in the Store Server. To find

the forward link of the URL W1, it gets the DocID of

W1 from the Store Server and then compares the

DocID of W1 with the starting DocID in the link table.

If the DocID of W1 is equal to the starting DocID in the

link table, the URL of the end DocID becomes the

forward link of W1. Similarly, it searches the backlink

of W1 from the link table. If the end DocID of the link

table is equal to the DocID of W1, the starting DocID

becomes the backlink of W1
Fig. 3. The crawling process.
After finding all forward links and backlinks of the

root set, the search engine constructs a base set

including a root set, a forward link set, and a backlink

set, as shown in Fig. 5. The ranker then calculates the

authoritative and hub weights of the URL’s in the base

set. The link structure of the base set is needed to

compute the ranking. If W1 and W2 are the base set

documents, the Store Server returns a DocID for each

URL. Using the link table in the Store Server, the

existence of the link from W1 to W2 is revealed. If a

link from W1 to W2 exists and is represented by<i, j>,

the Store Server can find <i, j> from the link table.

3.3. Link-based ranking

3.3.1. Authoritative and hub sites

It is interesting to mine the web’s link structures in

order to identify authoritative web pages. Table 2

shows some examples of authoritative and hub

websites. Search engines can automatically identify

authoritative web pages using hyperlinks. Hyperlinks

contain an enormous amount of latent human

annotation that can help to automatically infer the

level of authority [27].
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Fig. 4. Procedure of storing URL’s and links.

Table 2
3.3.2. Algorithm

Authoritative and hub documents can be identified

by using the link information for qualitative searching.

While authoritative documents usually contain the

most reliable contents about a specific topic, hub

documents contain many links to authoritative

documents. Fig. 5 shows the construction of the base

set from the root set. A text-based search engine is

used for constructing the root set that handles the

user’s query. The root set contains URL’s that can be

used for expanding to the base set. Including the

forward link and the backlink from itself expands the

root set. By iterative weight updating based on the
Fig. 5. Construction of the base set.
following formula, the authoritative and hub ranks of

the web documents can be determined.

To find authoritative and hub sources in the base

set, an iterative weight updating procedure is needed.

The procedure is as follows:
1. I
Exa

Top

Sof

Har

Sea
f i is a document in the base set, the authoritative

weight of i is ai and the hub weight of i is hi. ai and

hi are initialized to 1.
mple of authoritative and hub websites

ic Authoritative sites Hub sites

tware Homepage of Microsoft Yahoo! Software

company list

Homepage of Oracle Gateway to software

company Web

dware Homepage of Compaq Peter’s list of

hardware company

Homepage of Intel Association of

hardware company

rch engine Homepage of Yahoo! My favorite

search engines

Homepage of Lycos All list of search

engines in the world
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2. a
i and hi are updated by using the following

formula:

ai ¼
X

h jð j points to iÞ

hi ¼
X

a jð j pointed to by iÞ

3. N
ormalize the weight of authoritative and hub

websites so that the sum of the squares is 1.
4. U
Fig. 6. A fuzzy concept network.
ntil authoritative and hub weights do not change,

repeat steps 2 and 3.

From the converged authoritative and hub weights,

the most authoritative and hub sources can be

determined [10].

The root set from a text-based search engine does

not contain all authoritative and hub sources relating

to the user’s query. By expanding the root set, the base

set might contain authoritative and hub sources that

are not included in the root set. The base set usually

contains sufficient authoritative and hub sources

relating to the user’s query.

3.4. Personalization

Lucarella proposed a fuzzy concept network for

information retrieval [28]. A fuzzy concept network

includes nodes and directed links. Each node represents

a concept or a document. C = {C1, C2, . . ., Cn}

represents a set of concepts. If Ci�!
m

C j, this indicates

that the degree of relevance from concept Ci to Cj is m. If

Ci�!
m

d j this indicates that the degree of relevance of

document dj with respect to concept Ci is m. Ci�!
m

C j is

represented with f(Ci, Cj) = m. Using fuzzy logic, if

f(Ci, Cj) = a and f(Cj, Ck) = b then f(Ci, Ck) = min(a,

b). Ci�!m d j is represented by g(Ci, dj) = m. A document

dj has a different relevance to concepts. A document dj

can be expressed as a fuzzy subset of concepts:

d j ¼ fðCi; gðCi; d jÞÞjCi 2Cg

If there are many routes from Ci to Cj, f(Ci, Cj) is

assigned with the maximum value. Fig. 6 shows an

example of a fuzzy concept network with twelve

nodes. In this figure, f(C3, C2) = max(0.4, 0.3, 0.2)

and finally becomes 0.4.

Using the fuzzy concept network, the document

descriptor relating to the d1, d2, . . ., dn documents can

be defined. The fuzzy document retrieval system can

decide the importance of the documents that use the
fuzzy concept network. If a user query is equal to

concept Ci, it chooses the most relevant documents

relating to concept Ci among d1, d2, . . ., dn. Because it

takes a long time to produce search results with this

method, a fuzzy concept matrix with fuzzy document

retrieval is used.

Meanwhile, the fuzzy document retrieval system

uses fuzzy logic to deal with the uncertainty of

document retrieval. Zadeh proposed the fuzzy theory

in 1965 [29]. The fuzzy set theory provides a sound

mathematical framework to deal with uncertainties

[30]. The fuzzy document retrieval system can be

defined as follows [18]:

<H;C;Q; I;K;f;c>

H is the set of documents, C, the set of concepts, Q, the

set of queries, I, the binary fuzzy indexing relation

from H to C, K, the knowledge base, f, Q � H! [0,

1], retrieval function, and c, H � H! [0, 1], rele-

vance function.

For each pair (q, h), q 2 Q, h 2 H, f(q, h) 2 [0, 1] is

called the retrieval status value. For each pair (h1, h2),

h1, h2 2 H, c(h1, h2) 2 [0, 1] is called the degree of

relevance between h1 and h2 or relevance degree

between h1 and h2. The binary fuzzy indexing relation

I is represented in the form of

I ¼ fm1ðh; cÞ; ðh; cÞjh2H; c2Cg

with a membership function m1: H � C! [0, 1],

indicating for each pair (h, c) to what degree the
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Fig. 7. Construction of a fuzzy concept matrix based on a user

profile.
concept c is relevant to document h. For each docu-

ment h 2 H, on the basis of the binary indexing

relation I, the document descriptor Ih of h is a fuzzy

subset of C defined as follows:

D ¼

d11 d12 � � � d1n

d21 d22 � � � d2n

..

. ..
.

� � � ..
.

dm1 dm2 � � � dmn

2
6664

3
7775

di j ¼ IhiðC jÞ; 1 � i � m; 1 � j � n

C = {c1, c2, . . ., cn} is a set of concepts. A fuzzy

concept matrix K is a matrix in which Kij 2 [0, 1]. The

(i, j) element of K represents the degree of relevance

from concept ci to concept cj. K2 = K � K is the

multiplication of the concept matrix:

K2
i j ¼ _

n

l¼1
ðKil ^Kl jÞ; 1 � i; j � n

_ and ^ represent the maximum and the minimum

operations, respectively. Then, there exists an integer

r � n � 1, such that Kr = Kr+1 = Kr+2 = . . .. Let

K* = Kr. K* is called the transitive closure of the

concept matrix K. Missing information from the fuzzy

concept network can be inferred from the transitive

closure of itself. The relevance degree of each docu-

ment, with respect to a specific concept, can be

improved by computing the multiplication of the

document descriptor matrix D and the transitive clo-

sure of the concept matrix K as follows [14]:

D� ¼ D�K�

D* is called the expanded document descriptor matrix.

The fuzzy document retrieval system personalizes

the results obtained by link-based search engines. It

selects the five most authoritative and reliable sources

for a given user query. First, it defines a document

descriptor using the frequency of the concept in the

document. For each document, it counts the occur-

rence of the concepts in the user profile and normalizes

the count between 0 and 1.

dij is determined automatically using the following

formula. Ohi (Cj) is the occurrence number of Cj in

document hi:

di j ¼
OhiðC jÞ

OhiðC1Þ þ OhiðC2Þ þ OhiðC3Þ þ � � � þ OhiðCnÞ
The fuzzy concept matrix can be constructed from the

user profile that shows some relevance between n

concepts. Fig. 7 shows the construction of a fuzzy

concept matrix based on a given user profile. Each user

provides the system with an initial value for the fuzzy

concept matrix. These values represent the user’s

interest with regard to the concepts. If the relevance

between Ci and Cj is recorded in the user profile as m,

the <i, j> element of the fuzzy concept matrix is

assigned as m. If the relevance between Ci and Cj is not

recorded in the user profile, the <i, j> element of the

fuzzy concept matrix is assigned as 0. Transitive

closure of the fuzzy concept network represents all

degrees of relevances among n concepts.

The expanded document descriptor of the five most

authoritative sources can be determined by multi-

plying the document descriptors of these documents

and the transitive closure of the user’s fuzzy concept

network. Using the expanded document descriptor, a

new ranking of the documents is generated. The sum

of relevance of a document with respect to the

concepts is used for the reordering of authoritative

sources. Personalized ranking is based on the sum of

d�i j:

R ¼

d�11 þ d�12 þ d�13 þ � � � þ d1n

d�21 þ d�22 þ d�23 þ � � � þ d2n

..

.

d�m1 þ d�m2 þ d�m3 þ � � � þ dmn

2
6664

3
7775

Kernel matrix is a similarity matrix and each entry

represents a measure of similarity between two objects

[34]. However, each entry of fuzzy concept network

represents a measure of relevance between two con-
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cepts. Though the kernel matrix is different from the

fuzzy concept network, it can be useful to investigate

the relationship between them.
4. Experimental results

In the experiment, the proposed search engine

obtained 100 URL’s from the text-based search engine,

Altavista. The root set consisted of these 100 URL’s.

The Store Server returned the forward links and the

backlinks of the root set documents. The link

information in the Store Server was crawled from the

web. Due to time constraints, the crawling process was

restricted to a specific topic. The starting URL of the

crawling process was determined as a representative

website for the topic by the system designer. The base

set consisted of the root set, the forward link set and the

backlink set. Among the documents of the base set, the

ranking algorithm found the authoritative and hub

sources. To regulate the size of the base set, it limited the

forward links and backlinks of the root set document to

3 and 50, respectively. It selected the first three URL’s in

a document as the forward links. The size of the base set

was between 500 URL’s and 1000 URL’s. An empirical

observation indicated that the authoritative and hub

weights of the documents converged in less than five

iterations. Therefore, the iteration number of the

ranking algorithm was determined as 5. Table 3 shows

the search results of the query ‘‘Java’’.

The search engine selected ‘‘www.java.sun.com’’

as the most authoritative site about ‘‘Java’’ Also,

it selected other famous Java sites such as ‘‘www.ja-

valobby.org,’’ ‘‘www.javaboutique.internet.com,’’

‘‘www.java.about.com/compute/java/mbody.htm,’’

and ‘‘www.javaworld.com’’ as authoritative sites.

Table 4 shows the experimental results for other

queries related to ‘‘Java.’’ It selected ‘‘www.jini.org’’

as the most authoritative site about ‘‘Jini.’’
Table 3

Search results of ‘‘Java’’

Rank Authoritative result

1 www.java.sun.com

2 www.javalobby.org

3 www.javaboutique.internet.com

4 www.java.about.com/compute/java/mbody.htm

5 www.javaworld.com
The personalized search engine selected the five

most authoritative results as a source of personalization

and produced a document descriptor of these docu-

ments. The ranking of these five documents was

reordered with respect to the user’s interest recorded on

a user profile, which contained the following 10

concepts: ‘‘Book,’’ ‘‘Computer,’’ ‘‘Java,’’ ‘‘Internet,’’

‘‘Corba,’’ ‘‘Network,’’ ‘‘Software,’’ ‘‘Unix,’’ ‘‘Family,’’

and ‘‘Newspaper.’’ The user profile contained 20

degrees of relevance between 10 concepts. A fuzzy

concept network for a user was generated based on 20

degrees of relevance in the user profile, and unrecorded

information was inferred from the transitive closure of

the fuzzy concept network. The expanded document

descriptor resulted from the multiplication of the

document descriptor and the user’s fuzzy concept

network. The sum of the degree of relevances with

respect to the concepts determined the new ranking of

the documents as the final result.

In this experiment, six users evaluated five

authoritative documents about ‘‘Java.’’ Table 5 shows

the rankings that the six users made. Table 6 shows the

personalized results from the search engine about

‘‘Java’’ for the six users. Table 7 shows the rankings of

the websites from Google, Altavista and AlltheWeb.

We computed the average difference between the

rankings performed by the users and the search engine.

The average difference between the rankings was d.

This is defined as follows:

d ¼ 1

m

Xm

i¼1

����ri � r0
����

where m is the number of web pages, ri, the ranking of

the user, and r
0
i is the ranking produced by the search

engine. Table 8 shows the average difference between

each user. The proposed method produces better per-

formance than that produced by the general search

engines.
Hub result

www.industry.java.sun.com/products

www.java.sun.com/industry

www.java.sun.com/casestudies

www.industry.java.sun.com/javanews/developer

www.industry.java.sun.com/jug

http://www.java.sun.com/
http://www.javalobby.org/
http://www.javalobby.org/
http://www.javaboutique.internet.com/
http://www.java.about.com/compute/java/mbody.htm
http://www.javaworld.com/
http://www.java.sun.com/
http://www.java.sun.com/
http://www.javalobby.org/
http://www.javaboutique.internet.com/
http://www.java.about.com/compute/java/mbody.htm
http://www.javaworld.com/
http://www.java.sun.com/
http://www.yahoo.com/
http://www.lycos.com/
http://www.altavista.com/
http://www7.scu.edu.au/programme/fullpapers/1921/com1921.htm
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Table 4

Search results of java-related queries

Query Rank Authoritative results

‘‘Java2’’ 1 www.java.sun.com

2 www.appserver-zone.com

3 www.sun.com/service/sunps/jdc/java2.html

4 www.jdc.sun.co.jp

5 www.java.sun.com/products/jdk/1.2

‘‘Javaone’’ 1 www.java.sun.com

2 www.togethersoft.com

3 www.javacats.com

4 www.zdevents.com

5 www.washington.edu/bibsys/mattf/javaone

‘‘Jdk’’ 1 www.java.sun.com

2 www.developer.netscape.com/software/jdk/download.html

3 www.java.sun.com/products/jdk/1.1/docs/index.html

4 www.ora.com/info/java

5 www.kbs.cs.tu-berlin.de/�jutta/ht/JDK-beta2-quickref.html

‘‘Jguru’’ 1 www.java.sun.com

2 www.magelang.com

3 www.javaworld.com

4 www.java.sun.com/products/javamail/index.html

5 www.developer.java.sun.com

‘‘Jini’’ 1 www.jini.org

2 www.java.sun.com

3 www.artima.com

4 www.archives.java.sun.com/archives/jinni-users.html

5 www.sun.com/jini/news/artcliprev.html

‘‘Servlet’’ 1 www.java.sun.com

2 www.servletcentral.com

3 www.java.sun.com/products/servlet/index.html

4 www.archives.java.sun.com/archives/servlet-interest.html

5 www.webmacro.org
For example, User 1 wanted important sources

about ‘‘Java.’’ The proposed search engine provided

five documents about ‘‘Java’’ which were ordered by

the weights of the authoritative sources. They were

labeled as h1–h5. C = {C1, C2, . . ., C10} represents a

set of 10 concepts in the user profile. They are

‘‘Book,’’ ‘‘Computer,’’ ‘‘Java,’’ ‘‘Internet,’’ ‘‘Corba,’’
Table 5

Ranking of six users (each user evaluated five documents)

User1 Us

www.java.sun.com 1 1

www.javalobby.org 2 2

www.javaboutique.internet.com 4 4

www.java.about.com/compute/java/mbody.htm 3 5

www.javaworld.com 5 3
‘‘Network,’’ ‘‘Software,’’ ‘‘Unix,’’ ‘‘Family,’’ and

‘‘Newspaper.’’

The matrix K shows the fuzzy concept matrix of

User 1. Because the user profile contained 20 degrees

of relevance between 10 concepts, the unrecorded

value was assigned as 0. The matrix K* shows a

transitive closure of the matrix K. Using this matrix,
er 2 User 3 User 4 User 5 User 6

1 2 1 3

2 1 2 5

5 4 3 2

3 3 4 1

4 5 5 4

http://www.java.sun.com/
http://www.javalobby.org/
http://www.javaboutique.internet.com/
http://www.java.about.com/compute/java/mbody.htm
http://www.javaworld.com/
http://www.java.sun.com/
http://www.javalobby.org/
http://www.javaboutique.internet.com/
http://www.java.about.com/compute/java/mbody.htm
http://www.javaworld.com/
http://www.java.sun.com/
http://www.yahoo.com/
http://www.lycos.com/
http://www.altavista.com/
http://www7.scu.edu.au/programme/fullpapers/1921/com1921.htm
http://www.google.com/
http://www.almaden.ibm.com/cs/k53/clever.html
http://www.thinkpink.com/bp/WebCrawler/WWW94.html
http://www.northernlight.com/
http://www.kbs.cs.tu-berlin.de/~jutta/ht/JDK-beta2-quickref.html
http://www.kbs.cs.tu-berlin.de/~jutta/ht/JDK-beta2-quickref.html
http://www.java.sun.com/
http://www.magelang.com/
http://www.javaworld.com/
http://www.java.sun.com/products/javamail/index.html
http://www.developer.java.sun.com/
http://www.jini.org/
http://www.java.sun.com/
http://www.artima.com/
http://www.archives.java.sun.com/archives/jinni-users.html
http://www.sun.com/jini/news/artcliprev.html
http://www.java.sun.com/
http://www.servletcentral.com/
http://www.java.sun.com/products/servlet/index.html
http://www.archives.java.sun.com/archives/servlet-interest.html
http://www.webmacro.org/
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Table 6

Personalized search results (shading means that the personalized rank is equal to the user’s evaluation)

User 1 User 2 User 3 User 4 User 5 User 6

www.java.sun.com 2 1 2 1 2 4

www.javalobby.org 1 2 1 3 1 1

www.javaboutique.internet.com 3 3 3 2 3 3

www.java.about.com/compute/java/mbody.htm 4 4 5 5 4 2

www.javaworld.com 5 5 4 4 5 5

Table 7

Search results yielded by Google, Altavista, and AlltheWeb (R1: ranking of the web pages in the search engine results, R2: relative ranking of the

web pages among the five authoritative sources)

Google Altavista AlltheWeb

R1 R2 R1 R2 R1 R2

www.java.sun.com 1 1 1 1 1 1

www.javalobby.org 12 4 16 4 14 4

www.javaboutique.internet.com 4 2 6 2 6 2

www.java.about.com/compute/java/mbody.htm 50 5 36 5 33 5

www.javaworld.com 5 3 8 3 8 3

Table 8

Average difference between the rankings of the user and the search engine

User 1 User 2 User 3 User 4 User 5 User 6 Average

The proposed method 4 4 6 8 2 8 5.33 	 2.422

Google, Altavista, AlltheWeb 8 4 8 10 6 8 7.33 	 2.065
the unrecorded values were determined, and thereby

all degrees of relevance between concepts were also

determined. The document descriptor of the five

authoritative ‘‘Jave’’ sources was D. The expanded

document descriptor was calculated by multiplying a

document descriptor and the fuzzy concept matrix.
K ¼

C1

C2

C3

C4

C5

C6

C7

C8

C9

C10

1:0 0:9 0:3 0:0 0:0 0:0 0:0 0:0 0:0
0:9 1:0 0:0 0:2 0:2 0:9 0:0 0:0 0:0
0:3 0:0 1:0 0:5 0:5 0:8 0:3 0:9 0:0
0:0 0:2 0:5 1:0 0:2 0:0 0:0 0:0 0:7
0:0 0:2 0:5 0:2 1:0 0:4 0:3 0:8 0:0
0:0 0:9 0:8 0:0 0:4 1:0 0:0 0:5 0:6
0:0 0:0 0:3 0:0 0:3 0:0 1:0 0:1 0:2
0:0 0:0 0:9 0:0 0:8 0:5 0:1 1:0 0:0
0:0 0:0 0:0 0:7 0:0 0:6 0:2 0:0 1:0
0:0 0:0 0:0 0:0 0:0 0:0 0:1 0:0 0:0

2
666666666666664
The expanded document descriptor was D*. The

relevance of each document with respect to the user’s

interest was R. The five authoritative sites were

reordered as h2, h1, h3, h4, and h5, so that the

proposed search engine provided the correct ranking

for h5:
0:0
0:0
0:0
0:0
0:0
0:0
0:1
0:0
0:0
1:0

3
777777777777775

http://www.java.sun.com/
http://www.javalobby.org/
http://www.javaboutique.internet.com/
http://www.java.about.com/compute/java/mbody.htm
http://www.javaworld.com/
http://www.java.sun.com/
http://www.javalobby.org/
http://www.javaboutique.internet.com/
http://www.java.about.com/compute/java/mbody.htm
http://www.javaworld.com/
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The following matrix shows a transitive closure of the above matrix. Using this matrix, the unrecorded values were

determined. All degrees of relevance between concepts were determined as follows:

K� ¼

C1

C2

C3

C4

C5

C6

C7

C8

C9

C10

1:0 0:9 0:8 0:6 0:8 0:9 0:3 0:8 0:6 0:1

0:9 1:0 0:8 0:6 0:8 0:9 0:3 0:8 0:6 0:1

0:8 0:8 1:0 0:6 0:8 0:8 0:3 0:9 0:6 0:1

0:6 0:6 0:6 1:0 0:6 0:6 0:3 0:6 0:7 0:1

0:8 0:8 0:8 0:6 1:0 0:8 0:3 0:8 0:6 0:1

0:9 0:9 0:8 0:6 0:8 1:0 0:3 0:8 0:6 0:1

0:3 0:3 0:3 0:3 0:3 0:3 1:0 0:3 0:3 0:1

0:8 0:8 0:9 0:6 0:8 0:8 0:3 1:0 0:6 0:1

0:6 0:6 0:6 0:7 0:6 0:6 0:3 0:6 1:0 0:1

0:1 0:1 0:1 0:1 0:1 0:1 0:1 0:1 0:1 1:0

2
6666666666666666664

3
7777777777777777775

The document descriptor of the five authoritative ‘‘Java’’ sources is as follows:

D ¼

h1

h2

h3

h4

h5

0:0 0:0 0:2 0:0 0:0 0:4 0:4 0:0 0:0 0:0
0:3 0:0 0:5 0:2 0:0 0:0 0:0 0:0 0:0 0:0
0:0 0:0 0:2 0:5 0:0 0:1 0:1 0:0 0:1 0:0
0:4 0:2 0:0 0:1 0:0 0:1 0:1 0:0 0:0 0:0
0:3 0:1 0:2 0:0 0:0 0:2 0:2 0:0 0:0 0:0

2
66664

3
77775

The expanded document descriptor was calculated by multiplying a document descriptor and the fuzzy concept

matrix. The expanded document descriptor is as follows:

D� ¼

h1

h2

h3

h4

h5

0:2 0:4 0:4 0:2 0:4 0:4 0:4 0:4 0:4 0:1
0:3 0:3 0:5 0:5 0:5 0:5 0:3 0:5 0:2 0:0
0:2 0:2 0:5 0:5 0:2 0:2 0:2 0:2 0:5 0:1
0:4 0:4 0:3 0:2 0:2 0:2 0:1 0:1 0:1 0:1
0:3 0:3 0:3 0:2 0:2 0:2 0:2 0:2 0:2 0:1

2
66664

3
77775
The relevance of each document with respect to the

user’s interest is as follows:

R ¼

h1

h2

h3

h4

h5

3:3
3:6
2:8
2:2
2:2

2
66664

3
77775

The five authoritative documents were reordered as

h2, h1, h3, h4 and h5, so that the proposed search

engine provided the correct ranking of h5.

5. Conclusions and future work

To find relevant web documents for a given user, the

proposed search engine uses link structures and a fuzzy
concept network. The search engine finds authoritative

and hub sources for a user query using link structures.

For efficient searching, these link structures are stored

in advance. The fuzzy document retrieval system

personalizes the link-based search results with respect

to the user’s interests. The user’s knowledge is

represented using the fuzzy concept network. The

search engine finds relevant documents in which user is

interested and reorders with respect to the user’s

interests. Future work will proceed as follows. Using

the user’s feedback about the search results, it is

possible to change the value of the fuzzy concept

network. This adaptation procedure helps to obtain

better results. These preliminary results indicate that a

soft computing method such as fuzzy logic can play a

crucial role in information retrieval from the web,
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which provides an important platform for personaliza-

tion of search engines.
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