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Abstract. There is no consensus on measuring distances between two different 
neural network architectures. Two folds of methods are used for that purpose: 
Structural and behavioral distance measures. In this paper, we focus on the later 
one that compares differences based on output responses given the same input. 
Usually neural network output can be interpreted as a probabilistic function 
given the input signals if it is normalized to 1. Information theoretic distance 
measures are widely used to measure distances between two probabilistic 
distributions. In the framework of evolving diverse neural networks, we 
adopted information-theoretic distance measures to improve its performance. 
Experimental results on UCI benchmark dataset show the promising possibility 
of the approach.  
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1   Introduction 

There is a work using structural difference as distance criteria for neural network [1]. 
If two neural networks are the same in their topological properties, their behaviors 
will be the same. However, small deviations in their topological structure result in big 
different in their behaviors (Figure 1). This makes difficult to use structural difference 
as a measure of distance in neural networks. Instead of this, it is common to use 
output response of two neural networks as a measure of distance. In this approach, it 
is important the way to interpret the output of neural networks. If it is regarded as a 
numerical value, Euclidean distance and other distance measures can be used to 
calculate their numerical distance. However, it can be also interpreted as a probability 
[2][3]. In this view, the input to the neural network is the prior knowledge of 
conditional probability and the neural network outputs posterior probability.  

Previously, mutual information is used to measure distances between two neural 
networks [4]. In this work, the output of neural network is interpreted as random 
variables and they attempt to find the model of the random variable’s behavior using 
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Fig. 1. The problem of using structural deviation as a measure of distance 

Gaussian distribution (Figure 2). Calculating mutual information between two 
Gaussian distributions from neural networks is a way to measure distance. In this 
paper, we interpret the output of neural network as a posterior probability given the 
prior knowledge (input pattern). The straightforward approach measuring the distance 
between two probability distributions is Kullback-Leibler entropy [5] and it is adopted.  

Evolving artificial neural network has been one of the hot topics and gained much 
interest from neural network community [6]. Because it maintains a number of neural 
networks simultaneously, it is interesting to use them for better performance. If there 
are more diverse neural networks in the population, more performance gain can be 
expected when they are used together as an ensemble [7]. Usually, genetic algorithm 
suffers from the premature convergence and it is called as genetic drift [8]. To avoid 
the premature convergence, it is important to calculate distances among individuals 
and use it in a diversity promotion mechanism.  

This paper applies the distance idea to the problem of constructing multiple neural 
networks. It uses genetic algorithms with fitness sharing to generate a population of 
ANN’s that are accurate and diverse. The Kullback-Leibler (KL) entropy method 
measures the difference between two ANN’s using entropy theory. The combination 
of diverse classifiers is done with the Behavior Knowledge Space (BKS) method [9]. 
Experimental results on UCI benchmark dataset show that the proposed method can 
perform well compared to not only the other distance measures but also previous 
works.  
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Fig. 2. Interpretation of neural network output as a random variable with Gaussian distribution. 
The dashed area is shared by the two distributions. 
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2   Related Works  

Table 1 summarizes works related to the Kullback-Leibler (KL) entropy distance 
measure. This method is not only computationally more efficient than the similarity 
measure based on mutual information, but also produces comparable accuracy in 
multi-modal image registrations [10]. Do et al. showed that using a consistent 
estimator of texture model parameters for the feature extraction step, followed by 
computing the KL distance between the estimated models for the similarity 
measurement step, is asymptotically optimal in terms of retrieval error probability 
[11]. Gruner et al. proposed a method for quantifying neural response changes in 
terms of the KL distance between the intensity functions for each stimulus condition 
[12]. The use of the KL distance to determine the roundness of rock particles has been 
investigated [13]. In a general framework for self-organizing maps, which store 
probabilistic models in map units, the distance between a probabilistic model and a 
data point itself has been defined using the KL distance [14]. 

A method called the Behavior Knowledge Space aggregates the decisions obtained 
from the individual classifiers and derives the best final decisions from a statistical 
point of view [9]. Roli et al. analyzed the generalization error of the BKS method and 
proposed a simple analytical model that relates the error to the sample size [15]. They 
pointed out that the fusion method could provide very good performance if large, 
well-distributed datasets were available. Otherwise, over-fitting is likely to occur, and 
the generalization error quickly increases.  

Table 1. Summary of KL entropy distance measure research 

Authors Usage 

Chung et al. [10] 
Multimodal image registration (3D clinical magnetic 
resonance angiograms) 

Do et al. [11] Texture image retrieval (MIT vision texture database) 

Gruner et al. [12] Quantifying neural response changes 

Drevin [13] Determining the roundness of rock particles 

Hollmen et al. 
[14] 

Winner search in self-organizing maps (user profile 
clustering) 

3   Evolutionary NN Ensembles with KL Distance Measure 

Figure 3 summarizes the algorithm of evolving multiple neural networks. Each neural 
network is represented as a matrix. Half of the matrix is used for representing 
connection of each node and another half is for connection weights. After initializing 
neural networks, they are trained using backpropagation algorithm using training data. 
To avoid premature convergence, the training’s epoch number is set as small number. 
The fitness of this evolution is the classification accuracy on validation data set. 
Because the purpose of this evolution is to generate multiple diverse neural networks 
for better ensemble performance, diversity is promoted by using fitness sharing 
scheme (Figure 4).  
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Fig. 3. Flowchart of algorithm 

 

Fig. 4. The effect of fitness sharing in 2D and 3D fitness landscape 
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Sharing scheme calculates population density in the landscape using distance 
measures and readjusts their fitness based on the density. If there are many similar 
individuals with high fitness value, their fitness can be shared by each other and 
decreases too much. On the other hand, although its fitness is low, the one with low 
density can survive to the next generation because there is no negative readjustment 
of the fitness. In this stage, KL distance measure is used to calculate similarity 
between two neural networks. 

Based on the readjusted fitness, roulette-wheel selection, crossover and mutations 
are sequentially applied to the matrix. Simple matrix genetic operations are used. If 
there are successful individuals in the population, the evolution stops. Instead of 
combining all neural networks in the last generation, their clustered results are used to 
choose the representatives among them. Single linkage clustering is used and the best 
one for each cluster is combined using BKS method. Finally, the performance of the 
ensemble is evaluated using test dataset.  

3.1   KL Distance Measures 

Let one discrete distribution have probability function p and the other discrete 
distribution have probability function q. Then the relative entropy of pk (k is a random 
variable and pk represents the probability of specific values of k) with respect to qk, 
also known as the Kullback-Leibler distance, is defined by: 
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Although relative entropy does not satisfy the triangle inequality and is therefore 
not a true metric, it satisfies many important mathematical properties [16]. For 
example, it is a convex function of pk, always non-negative, and equal to zero only if 
pk=qk. Relative entropy is a very important concept in quantum information theory, as 
well as statistical mechanics [17]. However, relative entropy is not a true distance 
because it is not symmetric, i.e., D(p, q)≠D(q, p). To remedy this problem, the 
modified Kullback-Leibler entropy measure is used.  
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Modified Kullback-Leibler entropy measures the difference of two ANN’s. Let p 
and q be the output probability distributions of two ANN’s. p and q represent output 
probability distributions given input evidences (a vector of attribute values of a 
specific sample). The ith output node provides the likelihood of a sample with respect 
to the ith class. When the estimation is accurate, the network outputs can be treated as 
probabilities. The total KL distance between the two neural networks is the sum of the 
KL values for all samples and output nodes. Actually, the integral over all input 
combinations is not possible, and the summation of the samples is taken.  

Then, the similarity of the two ANN’s is calculated as follows: 
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where jtp  means the jth output value of the ANN with respect to the tth training 

data. The two ANN’s are more similar as the symmetric relative entropy decreases. 
Figure 5 shows an example of probabilistic function approximation using output for 
training patterns.  
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Fig. 5. Approximation of real probabilistic function with the outputs on training dataset 

3.2   BKS Combination  

To combine the speciated neural networks, we adopted the Behavior Knowledge 
Space method of the “multinomial” rule [9]. This fusion method is well-known for 
providing good performance if a large and representative dataset is available [15]. 
Methods for fusing multiple classifiers can be divided into three levels: the abstract 
level, the rank level and the measurement level. In abstract-level outputs, every 
possible combination of abstract-level classifier outputs is regarded as a cell in a look-
up table [15]. The BKS table is derived from training and validation sets. Each cell 
contains the number of samples characterized by a particular value of class labels and 
the most dominated class is chosen for the cell. In this method, the term “cell” is used 
to represent a space for storing behaviors of the ANN. BKS is a set of cells, where the 

KM  cells are required to store the necessary information of the K  classifiers with 
the M  classes. ))(),...,(( 1 xexeBKS K is a cell with index )).(),...,(( 1 xexe K  

 
BKS  = a K-dimensional behavior-knowledge space. 
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allowable, then the class with the highest probability is the best and the safest choice 
as the final decision. 

4   Experimental Results 

From UCI benchmark data, breast cancer dataset is downloaded. It is divided into 
training, validation and test dataset with the ratio of 2:1:1. The number of neural 
network inputs is the same with number of attributes of the dataset. The population 
size is set as small value to minimize computational cost. Crossover and mutation 
rates are set from empirical trial-and-error. The experimental results are the average 
of 10 runs. Table 2 summarizes the parameters and settings of this experiment.  

Table 2. Parameters of experiment 

Dataset Name Breast Cancer 
# of classes 2 

# of inputs in NN 9 
Training/Validation/Test 349/179/175 

Population size 20 
Crossover rate 0.3 
Mutation rate 0.1 

# of runs 10 

 
Figure 6 shows the prediction accuracy on test dataset of the proposed methods and 

other works (EPNET [18]). Average output (AO) and Pearson correlation (PC) 
measures are used for the comparison. Average output measures Euclidean distances 
between two average values of output values from the two neural networks. Pearson 
Correlation also uses the average and standard deviation of each output neuron’s 
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output. Table 3 summarizes statistical test results among the best three methods 
(BKS+KL, BKS+AO, BKS+PC). The statistical test is done by using t-test. T-value is 
calculated using the below formula.  

B

B

A

A

BA

NN

t
22 σσ

μμ

+

−
=  

where, Aμ  represents the average test accuracy of neural network A and Aσ  is 

standard deviation of the multiple runs. AN  is the number of runs of the experiment. 

In this case, AN  is 10. If t-value is derived from the averages and standard deviation 

of the two methods, it is compared with the value in t-table. Degree of freedom 

is 2−+ BA NN . If the t-value is larger than the value in the table, it is statistically 

significant. Table 3 summarizes the statistical significance test results among the best 
three methods. It shows that the BKS+KL method performs better than other two 
methods with statistical significance. However, the difference between BKS+AO and 
BKS+PC is not statistically significant.  
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Fig. 6. Comparison with other works 

Table 3. Statistical t-test (p=0.1) (AO=Average Output, PC=Pearson Correlation) (+: 
statistically significant) 

 BKS+AO BKS+PC BKS+KL 
BKS+AO  - + 
BKS+PC -  + 
BKS+KL + +  
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5   Concluding Remarks 

In this paper, the outputs of neural networks are interpreted as posterior probability 
and the difference between two models are calculated using Kullback-Leibler entropy 
measure. It is applied to the evolutionary neural ensemble framework to promote 
diversity in the evolutionary process. Experimental results on UCI benchmark dataset 
shows that the proposed methods perform better than other candidates with statistical 
significance. As a future work, it is required to evaluate the method to the other 
datasets. Also, it is interesting to find other applications of this distance measures.  
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